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Abstract 

Autonomous vehicles (AVs) have become an increasingly popular topic in recent years 

due to advancements in technology. While there have been significant developments in this field, 

there are still many limitations that need to be addressed. This report will be exploring the 

technologies behind autonomous vehicles, their current state in the auto market and in research, as 

well as the limitations they face. Additionally, an autonomous RC car will be designed and 

constructed to gain a better understanding of the challenges associated with creating a fully 

autonomous vehicle. This project aims to contribute to the advancement of autonomous vehicle 

technology and improve the general public’s understanding of its potential benefits and limitations. 

 

I. Introduction 

Since the earliest example of an autonomous vehicle dating back to 1925 [17], significant 

advancements have been made in AV technology, leading to the development of some of the most 

advanced vehicles today. Large automakers such as General Motors (GM), Tesla, and Mercedes-

Benz, as well as technology companies such as Waymo and Cruise are investing heavily in 

research and development to bring autonomous vehicles to the mass market [9], [12]. 

With studies predicting AVs will be commercially available by the end of the decade [12], 

it is important for the general public to have an understanding of the current technology and 

limitations of these vehicles. This research paper aims to improve public understanding of 

autonomous vehicles by designing and implementing an autonomous RC car using off-the-shelf 

hardware and open-source software. By providing a practical and hands-on demonstration of how 

autonomous vehicles operate, this paper will discuss the technology of AVs as well as their current 

limitations. 
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II. Background 

 

A. Defining Autonomous Vehicles (AVs) 

An autonomous vehicle (AV), often referred to as a self-driving car, is a vehicle that can 

operate without the need for human intervention. AVs are equipped with many sensors, cameras, 

and advanced algorithms that allow it to perceive its surroundings and make decisions based on 

what it sees. They combine advanced hardware with artificial intelligence to perform tasks 

typically done by human drivers. 

For an autonomous vehicle to be fully autonomous, it must operate without human input. 

It is designed to navigate autonomously in any environment, meaning it must be equipped with 

hardware that can withstand any condition it may face while driving. 

B. Society of Automotive Engineers (SAE) Six Levels of Driving AutomationSAE 

The SAE defines six levels of automation for vehicles, ranging from Level 0 (no 

automation) to Level 5 (full automation) [27]. Each level of automation represents an increase in 

the vehicle’s ability to control itself and handle driving tasks, and a decrease in the amount of input 

required from the driver. As the automation level increases, the vehicle is able to handle more 

complex and difficult driving situations without human intervention. The six levels of driving 

automation include: 

● Level 0: No Automation - The driver is in full control of the vehicle at all times. 

● Level 1: Driver Assistance - The vehicle has some automated features (i.e, adaptive cruise 

control, lane departure warning, etc.), but the driver is still responsible for controlling the 

vehicle. 



 

3 

● Level 2: Partial Automation - The vehicle can control both steering and acceleration under 

some conditions, but the driver is still required to remain attentive and take control if 

necessary. 

● Level 3: Conditional Automation - The vehicle can manage most driving tasks, but the 

driver must remain attentive and be ready to take control if the system encounters a 

situation it can’t navigate through. 

● Level 4: High Automation - The vehicle can operate without human input in most situations 

but may require human intervention in some situations. 

● Level 5: Full Automation - The vehicle is capable of operating without human intervention 

in all conditions and environments. 

 

III. Research 

A. Technology Used in Autonomous Vehicles 

 AVs use a variety of hardware components to collect and process data about the vehicle’s 

environment. These components work together to enable autonomy, allowing the vehicle to make 

real-time decisions based on the data it collects from its many sensors. AVs gain visual and 

distance information through sensors such as LiDAR, radar, and cameras. This gives vehicles the 

ability to “see” everything around them, track moving objects, and send the information collected 

from these sensors to computers to be processed.  

1. LiDAR 

 LiDAR (light detection and ranging) sensors are sensors that use pulsed laser waves to map 

the distance of objects surrounding an AV [1].  LiDAR measures distance to an object by sending 

multiple pulses of laser waves per second and recording the time it takes for each pulse to reach 

the target and bounce back to the sensor.  
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LiDAR sensors create 3D point clouds, which can be interpreted as maps, to understand 

their surroundings, allowing AVs to recognize the distances to obstacles. One of the biggest 

advantages of LiDAR is that it doesn’t rely on visible light to operate; it uses near infrared light to 

generate the 3D maps necessary for navigation [6]. LiDAR sensors also have a very large field of 

view. Mechanical LiDAR systems all have a full horizontal FOV of 360° and may have a limited 

vertical FOV [17]. Solid-state LiDAR is more compact than mechanical LiDAR and tends to have 

a wider vertical FOV than with mechanical LiDAR, which can be beneficial in an automotive 

application [17].  

 
Figure 1- LiDAR Point Cloud of a street in San Francisco [28] 

 
Figure 2- Camera view of same street in San Francisco [28] 

 

2. Radar 

 Radar (radio detection and ranging) works very similar to LiDAR, with the main difference 

being that radar uses radio waves as opposed to near-infrared light waves. A very common form 

of radar used in AVs is millimeter-wave (mmWave) radar, which emits millimeter-long radio 

waves, allowing for the very accurate mapping [35]. This is because shorter wavelengths allows 

for greater resolution, but at the cost of the distance it can travel.   
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Radar is useful in autonomous vehicles because radar sensors can operate in all weather 

conditions with little change in effectiveness. They are also not affected by lighting conditions, 

which is ideal in creating a fully autonomous vehicle. Glares, low intensity light, and adverse 

weather all have negative impacts on the performance of sensors that rely on visible light, whereas 

radar is unaffected by any of these conditions. Radar sensors are also capable of detecting objects 

at ranges of up to 250m [35]. Similar to LiDAR, radar sensors are also capable of measuring 

relative velocities of objects, crucial for motion prediction and decision-making [6]. 

3. Cameras 

 Cameras are another crucial component used in every AV today. According to [11], they 

“are the most accurate way to create a visual representation of the world”. AVs use multiple 

cameras all around the vehicle to give a full 360° view of its surroundings. These cameras range 

in FOV, allowing for the cameras to gain visual data from short and long ranges. While they are 

essential in providing visual information, cameras tend to perform poorly in more adverse 

environments, preventing AVs from driving in all weather conditions [6]. 

4. Computers 

 Computers are essential in autonomous vehicles. They provide the “brainpower” that 

allows AVs to operate on their own. Computers are responsible for collecting and processing data 

from all of the sensors and other components within the vehicle to make real-time driving 

decisions, such as controlling acceleration, braking, steering, and navigation. The computers used 

are systems-on-chips (SOCs), which are very small integrated circuits that combine multiple 

systems of a computer onto a single chip [5], allowing for powerful computers to be integrated 

into larger systems, such as an AV, without taking up much space. An example of one of these 
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powerful computers is NVIDIA’s DRIVE PX2 computer, capable of multiple trillion operations 

per second [20]. 

 5. Software 

 Software is a crucial component of AVs, serving as the “brain” that allows the vehicle to 

interpret data from its surroundings, perform complex tasks, and make decisions in real-time. 

Numerous algorithms are used for functions such as sensing, perception, localization, prediction, 

and control. Some of these algorithms include object detection and localization and mapping, 

among others [2],[3]. Object detection networks are made to detect all objects from one or several 

known classes in an image [3]. These networks utilize multiple sensors to accurately detect objects. 

A commonly used localization and mapping algorithm is SLAM (Simultaneous Localization And 

Mapping), which enables an AV to simultaneously map an unknown environment and position 

itself based on the constructed map [2]. Because of the high accuracy and resolution LiDAR offers 

as well as the low cost and visual information offered by cameras, the two sensors are commonly 

used in SLAM algorithms. 

Not only is software used to allow AVs to function, it is also used to create virtual 

environments for the purpose of training AVs without having to physically have them drive. 

Simulations such as NVIDIA’s “DriveSim” [7] and Waymo’s “Simulation City” [34] are examples 

of simulations that allow for sensors to be tested in virtual environments and are used to train some 

of the most advanced vehicles today. 
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Figure 3- NVIDIA Drive Sim being used to gather data that will be used to train neural networks for autonomous vehicle perception 

 

B. Autonomous Vehicles in the Current Auto Industry 

In today’s auto market, Level 2 automation is the highest level of vehicle automation that 

is commercially available [21]. While Level 3 automation has recently been achieved in the United 

States, it is currently limited to a single vehicle manufacturer, Mercedes-Benz, and operation is 

limited to only the state of Nevada [10]. Level 2 systems include Ford BlueCruise, Chevrolet Super 

Cruise, INFINITI ProPilot, and, most notably, Tesla Full Self-Driving (FSD) [23]. While some of 

the names of these products may suggest fully autonomous driving, these systems are all 

considered Advanced Driver Assistance Systems (ADAS) under SAE International standards. 

Drivers must remain attentive when using these ADAS features, as they are not intended to take 

full control over the vehicle at all times.  

AV companies, such as Waymo LLC and Cruise LLC, are developing more sophisticated 

vehicles operating at Level 4 autonomy. Through a heavy use of simulations, as well as real-time 

testing on open roads, AV companies have been able to map millions of miles of driving to develop 

and train their systems to better navigate through their environment. Waymo is a leading company 

in the AV industry, with over 20 billion miles of simulated driving and over 20 million miles of 
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actual driving as of 2021 [13] with numbers continually increasing, far above most competitors. 

More recently, Waymo cars have driven over 1 million miles without a human driver behind the 

wheel [33]. Advancement in their AVs have allowed Waymo, among others, to begin 

implementing robotaxi services operating in limited areas, mainly in San Francisco and Phoenix, 

although other cities such as Las Vegas have also begun allowing AVs to operate on their roads 

[15]. 

 

C. Limitations 

While recent developments have led to very intelligent AVs, they have their limitations 

that prevent them from becoming fully autonomous. 

One of the biggest limiting factors is the impact adverse weather conditions have on AVs. 

Rain, snow, and fog, especially, can significantly limit the visibility of sensors, making it difficult 

for AVs to detect obstacles and navigate roads safely [6]. Cameras are most affected by the 

weather, as their accuracy and reliability greatly suffers when in unfavorable weather conditions. 

LiDAR sensors are less affected by weather, but their effectiveness is still reduced considerably in 

poor weather. Radar is able to detect obstacles in poor weather, but radar alone cannot safely 

control a vehicle.  

Cybersecurity threats are also a limiting factor for autonomous vehicles. Software in 

regular passenger cars have shown to be vulnerable, as seen in one 2015 recall where Jeeps were 

able to be hijacked remotely, not only giving hackers almost complete control over the controls, 

but also allowing them to track the Jeep’s location [22]. Such vulnerabilities generate fear and 

distrust in AVs, as they are equipped with much more technology than regular vehicles that use 

the internet to perform some of their functions. Having more connections, while enabling vehicles 
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to perform more increasingly complex tasks, also creates more vulnerabilities that could be open 

to malicious attacks. Combatting this issue requires the development of robust cybersecurity 

measures to ensure vehicles are not hacked or hijacked. 

One of the possible benefits of AVs is to improve road safety because they would reduce 

the error caused by humans. However, AVs face the challenge of having to travel in uncertain 

environments filled with many unpredictable variables, such as other vehicles and pedestrians [21]. 

In one case with Uber, a jay-walker was struck and killed because the AV being tested had not 

accounted for the pedestrian to be walking in the street outside of crosswalks and was unable to 

plan the right path around them [24]. Additionally, according to [17], “the most important aspect 

of AVs is liability for accidents”. In AVs, software is the main driver of the vehicle, responsible 

for making important driving decisions. It brings up the question of who is liable in the event an 

AV causes an accident. 

 

IV. Implementation 

This project describes the design and implementation of an autonomous RC car that is able 

to detect objects and map its surroundings. To do this, off-the-shelf hardware and mainly open-

source software was used. Currently, the car is able to detect and classify objects in its path and 

stop and go based on if it detects an obstacle. It detected objects using detectNet v2, an object 

detection network developed by NVIDIA. 

A. Hardware 

The budget for the car was limited to about $1201, thus it could only be equipped with 

some of the hardware commonly found on modern AVs and the hardware was relatively basic, as 

 
1
 Note- While the project budget was limited to about $120, the reComputer J1010 Nano and the RPLiDAR A1 

were purchased out of pocket and were not included in the project budget. 
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compared to commercially produced RC cars. Emphasis in the design was placed on a camera and 

LiDAR sensor for visual information and a computer that was suited for machine learning 

applications. While this hardware focus allowed for partial automation, it did not allow for full 

automation, as the vehicle did not have enough sensors or computational power to obtain the large 

amounts of information needed to complete complex tasks, such as decision-making. Given the 

hardware that could be obtained within the budget, the car would be capable of detecting objects 

in its path, identifying the object and its confidence, and mapping its distance from the object. It 

is important to note the J1010 For the hardware components, the following were selected:  

● Slamtec RPLiDAR A1 ($99) 

● Seeed Studio IMX2190169 8MP Camera ($24.90) 

● Seeed Studio reComputer J1010 Nano ($199) 

● Arduino Uno Rev3 ($20.70) 

● Arduino Motor Driver L298N ($11.39) 

● Bemonoc DC Motor with Encoder ($14.88/ea.) 

 
Figure 4- Connecting hardware components 
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Slamtec’s RPLiDAR A1 is an accurate, low-cost, mechanical LiDAR sensor, capable of a 

360° horizontal FOV, but no vertical FOV. The LiDAR has a 12m range and an angular resolution 

of about 1°. Because it is a mechanical LiDAR, the RPLiDAR A1 is only capable of creating a 2D 

map.  

The camera the RC car is equipped with is an 8MP Sony IMX-219 image sensor with a 

160° FOV. It is capable of a resolution of 3280 × 2464 and utilizes the MIPI CSI-2 interface. The 

camera can capture high quality images and the large FOV allows the camera to record a wider 

frame. 

 The J1010 computer is a computer developed by Seeed Studio that utilizes NVIDIA’s 

Jetson Nano module, designed for basic, entry-level AI applications. NVIDIA’s Jetson Nano runs 

on their own Jetson Linux OS and uses their JetPack SDK, a software development kit with 

numerous AI development tools, such as TensorRT and OpenCV. 

 Arduino is an open-source hardware and software company that manufactures electronic 

devices, such as the Uno Rev3 and Motor Driver microcontrollers. An Uno Rev3 is used to allow 

the Jetson Nano computer to send commands to the motor controller to enable the motors to run 

at different speeds or reverse directions. The motor controller controls two Bemonoc 12V DC 

motors, capable of up to 600 RPM.  
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Figure 5- Diagram of Hardware for RC car 

  

 
Figure 6- Fitting Parts on RC Car 

 

 Figure 5 shows a schematic for how each component was connected together and Figure 6 

shows the actual hardware. Jumper wires are used to connect the motors with the Arduino Uno 

and motor controller. The Arduino Uno is connected to the NVIDIA Jetson Nano using a USB-A 

to USB-B cable. The Jetson Nano is connected to the RPLiDAR through a USB-A to Micro USB 

cable. The LiDAR also uses a Micro USB to UART bridge to make transmitting data easier. This 

is because the bridge is a communication path between the two communication protocols [31], 
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allowing for LiDAR data sent using the UART protocol to be received by the Jetson Nano via 

USB.  

B. Software 

For writing the code for the RC car, Visual Studio Code is the IDE used and the code for 

the car is written in the Python programming language. Pyfirmata, OpenCV, and Jetson Inference 

by DustyNV on Github are used for performing functions such as opening the camera and running 

the object detection network. Pyfirmata is a python interface for the firmata protocol, meant for 

communicating with microcontrollers through software on a computer [29]. It allows the Jetson 

Nano computer to easily communicate with the Arduino Uno microcontroller. OpenCV is an open-

source,  computer vision library, aimed at providing the tools needed for computer vision 

applications [26]. In this project, it was used for displaying the camera feed using the GStreamer 

framework; converting the frames captured from one subpixel layout to another one that could be 

used by the Jetson Nano’s detection network; and mapping out boxes that indicate the object(s) 

the Jetson Nano is detecting at that moment.    

 
Figure 7- Beginning of code for RC car. The code began with importing 

necessary libraries and setting pins as variables 

 
Figure 8- Creating camera feed and initializing object detection network 
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 After importing the necessary libraries and setting up the Arduino board, the camera feed 

was created. The camera’s parameters were set before initializing the camera feed using OpenCV’s 

“VideoCapture” function and the GStreamer pipeline. Once the video began, the jetson inference 

library was used to initialize the detection network (detectNet). The detectNet network utilizes 

TensorFlow’s object detection model, running on the SSD-MobileNet-V2 architecture and the 

COCO 2017 dataset. The confidence threshold was set to 0.6, meaning any objects detected with 

a confidence above 60% would be detected by the network. Due to the limited dataset used, the 

detectNet network was unable to detect more than 91 different objects, many of which are not 

relevant in an automotive application. 

 
Figure 9: Starting the motors at full speed 

 

 
Figure 10: While loop running to capture frames from the camera and detect objects in the frames captured. 

Once an object is detected, or no longer detected, output commands are sent to the Arduino Uno. 
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 The two motors are initially set to full speed, before a while loop runs continuously to 

detect objects as long as the camera is capturing the video feed. The loop begins by reading a frame 

from the camera and converting that image from BGR to RGBA, then converting the image from 

a Numpy array to a tensor format, to be interpreted by the Jetson Nano. Afterwards, the detectNet 

network detects objects found in the frame and bounding boxes are drawn around the detected 

objects. The class ID of the object detected and the network’s confidence are also recorded. If 

objects are detected in the frame, the motors stop and wait until there are no objects in its frame. 

If the RC car is connected to a monitor, the image is also converted back to BGR and displayed 

on the monitor. 

C. Results 

In this project, an initial design for the RC car was created, as shown in Figure 2. The 

hardware was successfully tested and integrated into the RC car. Open-source software was 

combined with code I wrote to allow all of the components to communicate with each other and 

allow the RC car to move and perform necessary functions. 

However, there were some setbacks, such as a lack of documentation for some of the 

hardware, not having all of the hardware needed readily available, and having to learn how to code, 

among others, through the process of adding hardware to the RC car to enable autonomous driving. 

Additionally, while the RPLiDAR A1 was able to connect to a desktop computer, it was not able 

to connect to the Jetson Nano. 

Throughout this project, it became evident that designing and creating an autonomous 

vehicle is a difficult task that requires a significant amount of time and planning. Nevertheless, 

this project has had many successes, resulting in a functioning RC car that can detect some objects 

and respond accordingly.  
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V. Future Work 

Future work will focus on achieving full automation with the RC car by adding more 

sensors, better motors, and improving the software the RC car uses. Rather than using a single 

mechanical LiDAR, adding a solid-state LiDAR sensor would be much better, because the car 

would have a horizontal and vertical FOV and therefore be able to create 3D maps of its 

environment. Extra cameras would also allow for better object detection from multiple angles, 

and adding radar sensors would help the car determine the velocities of objects detected within 

its view. Replacing the current motors with more powerful motors would help the car move 

faster with the added weight from the sensors. Additionally, the car would be scaled up to a golf 

cart or small car once the RC car has an acceptable level of automation, further upgrading the 

hardware to automotive-grade sensors and computers.  

  

VII. Conclusion 

This project focused on designing and constructing an autonomous RC car. Despite 

facing many challenges, the project was completed with most components integrated 

successfully. To reach full automation, the vehicle would need to be equipped with more sensors, 

as well as more complex algorithms that would allow the vehicle to make real-time decisions. 

Further training would also be required to ensure networks and algorithms would be able to 

perform at levels greater than or equal to that of a human driver. 
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